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Abstract—Machine learning applications are intensively utilized in various science fields, and increasingly the biomedical and healthcare sector. Applying predictive modeling to biomedical data introduces privacy and security concerns requiring additional protection to prevent accidental disclosure or leakage of sensitive patient information. Significant advancements in secure computing methods have emerged in recent years, however, many of which require substantial computational and/or communication overheads, which might hinder their adoption in biomedical applications. In this work, we propose SecureLR, a novel framework allowing researchers to leverage both the computational and storage capacity of Public Cloud Servers to conduct learning and predictions on biomedical data without compromising data security or efficiency. Our model builds upon homomorphic encryption methodologies with hardware-based security reinforcement through Software Guard Extensions (SGX), and our implementation demonstrates a practical hybrid cryptographic solution to address important concerns in conducting machine learning with public clouds.
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1 INTRODUCTION

The abundance of biomedical data [1] provides many opportunities for knowledge discovery in the healthcare and biomedical domains, and as a result, data increasingly drive biomedical research initiatives [2], [3]. However, researchers using these data hold the responsibility of ensuring their privacy and security during the entire process of data analysis. The recent influx of malicious attacks on medical data [4], [5] increases the need for improved data protection measures and to prevent sensitive information leakage to unauthorized users.

Administrative and technical safeguard solutions have been developed and improved during the past decade. Many novel approaches and policies [5]–[9], have been in place to provide protection for sensitive biomedical data. Due to the large size of biomedical data, storage and computation are so overwhelming that it is hard for small institutions to host and analyze such data efficiently. Cloud computing has emerged as an ideal enabling platform due to the scalability and cost-effectiveness. However, new challenges have emerged as a result of this practice, where currently, health data are regulated by privacy policies such as the HIPAA Privacy Rule [9]. Additionally, computational resources in the cloud are shared among different users, and data within the cloud may be backed up across different regions, which impose further privacy and security risks. When medical records are not properly protected, security breaches within the health sector may result in identity theft or medical fraud for patients who inadvertently become victims of these attacks, which can, among other adversities, cause financial devastation or lead to social humiliation and discrimination when their personal information is leaked [10]. Motivated by these challenges, it is imperative to develop secure and efficient methods to support valuable biomedical studies and to facilitate open science [11] in biomedical research.

In this paper, we focus on the study of secure predictive modelling in public cloud environments, where both data storage and analysis are outsourced. More specifically, we target the logistic regression algorithm, which is widely used in many different biomedical applications such as disease prediction, risk assessment and so on. For example, logistic regression has been shown capable of accurately predicting survival among patients with advanced liver disease [12] and to provide decision support in the early diagnosis of acute myocardial infarction [13]. There have been many existing studies contributing to the problem of secure and privacy-preserving logistic regression analyses based on techniques like differential privacy [14], [15], federated data analysis [16]–[18], and cryptographic methods [19]–[22]. In federated data analysis, it assumes that data are distributed among different institutions. Instead of directly sharing patient-level data with others, the intermediary statistics with much less sensitive information will be exchanged to build a global training
protocol for logistic regression. For example, a Grid Binary LOGistic REgression (GLORE) model [16] was proposed to estimate global model parameters for horizontally partitioned data (i.e. data in each institution have the same attributes but they are from different patients). GLORE was further extended by Wang et al. [17] to support privacy-preserving federated online learning in a Bayesian paradigm. Moreover, the protection of exchanging intermediary statistics in distributed model learning were studied in [19], [20], [22] by using different crypto schemes (e.g., homomorphic encryption and secure multiparty computation). However, only limited studies have been conducted to support securely logistic regression in a cloud environment. Another relevant work is from Aono et al. [21] which proposed a quadratic approximation method of the standard non-polynomial sigmoid function to support outsourced training tasks in logistic regression. However, such methods still require the interaction between the cloud and the data owner. Our goal is to develop a security model to support fully outsourced logistic regression analysis.

Ideally, we would like to use homomorphic encryption (HME) [23], a cryptosystem providing rigorous guarantees and being natural to secure outsourcing. However, existing HME-based techniques [24] require substantial storage and computational overhead, which make them impractical for biomedical analysis tasks [24]. On the other hand, the recently released Software Guard Extensions (SGX) architecture provides an advanced hardware isolation mechanism to enable data owners to seal sensitive data computation inside an enclave. This new feature is readily available in the consumer market in Intel (6th-generation or higher) processors. The claim is that any computation completed within the enclave can be protected from most external attacks with minimal overhead. Despite biomedical applications demonstrated by us in [25]–[27] using SGX, some recent studies [28], [29] have shown a few potential attacks for SGX-based framework, such as controlled side-channel attack, cache-timing attack, etc.

We aim to combine the best of both worlds. The main contributions of this study are threefold. First, we aim at closing this technology gap to help biomedical researchers perform fully outsourced secure logistic regression analysis efficiently by taking advantage of a hybrid solution incorporating HME and SGX based secure hardware [30] technologies [30]. Furthermore, inspired by the idea of SMC secret sharing [31], our proposed hybrid design distributes encrypted computation between SGX-based secure hardware and HME to achieve not only a strong protection but also better efficiency. Lastly, we evaluate the proposed SecureLR framework on various datasets to demonstrate its capabilities and compare its performance against a plaintext implementation and previous secure logistic regression solutions [20].

2 BACKGROUND

2.1 Homomorphic Encryption

Homomorphic Encryption is an encryption scheme which allows data to undergo certain arithmetic operations (e.g. addition and multiplication) while protected under encryption, or in the form of a ciphertext, without requiring the data to be revealed or decrypted. Three predominant schemes are employed - partial, fully, and leveled homomorphic encryption (HME) - each with a trade-off between computational and space efficiency and complexity [32]. While partial HME may offer less space and computational overhead compared to the other two schemes, it only allows for a single type of operation, either addition or multiplication, between two ciphertexts. On the contrary, fully HME schemes support an unlimited number of both addition and multiplication operations, but require a time-consuming bootstrapping process to refresh the ciphertext noise, or the small quantity of error which accumulates during homomorphic arithmetic operations, which renders it impractical for many real-world applications. Considering these disadvantages, we leverage leveled HME, also referred to as leveled full HME, which can support a parametrically-set number of both arithmetic operations without resulting in decryption errors [33].

HME pertains to two mathematical spaces, the plaintext and ciphertext spaces, which we discuss as follows. Assuming that $n$ is a power of two, the plaintext space is given by the ring structure $R_p = \mathbb{Z}_p[x]/(x^n + 1)$, where $t$ is the plaintext modulus, meaning that this space is defined by polynomials of degree less than $n$ and with coefficients modulo $t$. The ciphertext space defined similarly by the ring $R_q = \mathbb{Z}_q[x]/(x^n + 1)$, where $q$ is the coefficient modulus. It is in the ciphertext space where we perform encryption and homomorphic multiplication and addition operations. These ring structures are in part defined by the polynomial modulus $p = x^n + 1$ (as in the ring “learning with errors” or (RL)WE problem [34]). By setting $q$ and $t$ as prime numbers such that $q \equiv 1 (mod\ 2n)$ and $t = 1 (mod\ 2n)$, we may utilize the Number Theoretic Transform (NTT) for multiplication between polynomials, which improves computational performance. This in turn lets us take advantage of CRT batching, which allows for many distinct values to be stored in a single ciphertext upon which we apply arithmetic operations on all elements within the ciphertext in a Single Instruction Multiple Data (SIMD) manner.

Each operation under homomorphic encryption operation introduces a small bit of error, called noise, within the given ciphertexts. Once the ciphertext's accumulated noise reaches the maximum noise budget, its decryption is inaccurate (i.e. the encrypted information is overwritten with noise) [33]. To overcome this, bootstrapping operations are used in fully HME, however, this approach is computationally expensive. We propose a mechanism to "refresh" our ciphertexts, or remove this error by decrypting and re-encrypting in an SGX enclave as an efficient and secure alternative (see §3.4 and Algorithm 3 for further discussion).
2.2 Software Guard Extensions

Software Guard Extensions (SGX) is a security feature of the Intel (6th-generation or later) processor architecture, which provides a hardware-supported area for secure and confidential computing, called an enclave. SGX uses an “inverse sandbox” design method, which seals private codes, sensitive data, and other selected “secrets” into the enclave’s memory, which may not be read or written to by unapproved or untrusted components regardless of CPU mode or privilege level. The enclave encapsulates confidential data and computation, and serves to prevent its leakage in the event that privileged modules become corrupted, vulnerable to attacks, or potentially malicious [35]. When lower-level or privileged components become compromised, e.g. the BIOS or Operating System (OS), applications that properly utilize an enclave may maintain their security guarantees. As shown in Figure 1, a traditional application would arbitrarily allow direct access to its data through function calls or remain susceptible to infiltration through memory manipulation. In contrast, applications supported by SGX can seal secret data within an enclave and exclusively allow access to trusted or authorized code. Therefore by using SGX, applications that undergo malicious attacks or run on potentially untrusted hosts can maintain their security integrity.

Fig. 1. Traditional vs. SGX-enabled Computation. Comparison between traditional and SGX-enabled computation models when privileged hosting components are compromised.

2.3 Logistic Regression

Logistic regression is a binary classification algorithm with wide applications in the biomedical informatics, including clinical decision support, risk assessment, and disease classification. Logistic regression estimates the probability (i.e. predicts) a categorical characteristic based on a combination of input variables (e.g., estimates $\theta$ that a patient exhibits condition A, or $0$: patient does not have condition A).

Suppose a dataset consists of $n$ records (or samples used for training and testing the regression model), and $m$ features (independent or predictor variables), with an observed binary class label for each record (dependent variable). We denote the training records by a matrix $X = (x_1, x_2, ..., x_n)^T \in \mathbb{R}^{m \times n}$ such that each row vector $x_i \in X$ is $x_i = (x_{i1}, x_{i2}, ..., x_{im})^T$, where $x_{ij}$ is the $j^{th}$ feature of the $i^{th}$ record, and the corresponding labels are $Y$, where $Y = (y_1, y_2, ..., y_n)^T$. We also add an additional variable to $X$ serving as a bias, which will represent the classification probability when all predictor variables are 0. Then, given the likelihood function of the form

$$p(y_i = 1|x_i^T w) = g(x_i^T w) = 1/(1 + exp(-x_i^T w))$$

we can learn or optimize regression model parameters $w = (w_1, w_2, ..., w_m)^T$, where by training a regression model on the given $X$ and $Y$ through maximizing the following log-likelihood function:

$$L(w) = \sum_{i=1}^{n} y_i \log(g(x_i^T w)) + (1 - y_i)\log(1 - g(x_i^T w)).$$

Because there is no closed-form solution to this function, we maximize it by approximating its gradient with respect to $w$, using an algorithm called gradient ascent (which we discuss in more detail in §3.4). Here, the logistic function, $g(z) = 1/(1 + exp(-z))$, often referred to as the link function in logistic regression, is sigmoidal (an S-shaped curve). As its codomain lies on the interval $[0,1]$, it lends itself as an ideal function for computing the probability of an outcome based on the inputs at which it is evaluated. Furthermore, this form of regression does not require that its dependent variables ($y_i$’s) be normally distributed, which makes it easy to handle binary classification problems [36].

3 Methodology and Protocol Design

Our proposed model consists of four primary entities, who each play a role in the SecureLR protocol and perform transactions contributing to its functionality and security.

1. Data Owners (DOs): an institution that holds the biomedical data and would like to outsource their storage and analysis to Cloud Service Providers (CSPs) in secure manner.

2. Cloud Service Providers (CSPs): trusted entities that provide: (i) the outsourced storage of data (encrypted, from DOs), (ii) the interface for Authorized Researchers (ARs) to perform secure logistic regression over such datasets, and (iii) return the trained model parameters in ciphertext to the requesting ARs.

3. Authorized Researchers (ARs): individuals who receive authorization by an Authentication Service provider (ASP) to request SecureLR services through the CSP (using certain encrypted datasets from DOs). The ARs receive encrypted, trained regression parameters and may decrypt them locally.

4. Authentication Service Provider (ASP): A trusted entity which performs authorization of: (i) the DOs to outsource encrypted private datasets to a CSP, (ii) the ARs to request SecureLR training services on CSP using these outsourced and encrypted data, (iii) the ARs for the decryption of encrypted model parameters, (iv) verification of the remote enclave on the CSP to ensure the security and integrity during the entire lifecycle of SecureLR.

Our proposed protocol assumes the involvement of two CSPs [37], [38], one to perform HME computation and the other to support the enclave (i.e. for secure hardware computation). We consider the two CSPs are
non-colluding, semi-honest parties, where each correctly follows the protocol, but might be curious about other’s information if it is directly observable.

The SecureLR framework workflow consists of five key processes (as illustrated in Fig. 2) which we discuss in detail in the following sections.

3.1 Homomorphic Encryption Initialization

Step 1: Initialize and Distribute HME Parameters (CSP1→ARs, CSP2, DOs). In the SecureLR framework, the CSP1 initializes the homomorphic environment. The current SecureLR framework is optimized for the FV (Fan-Vercauteren) HME scheme [33], however one may choose other HME schemes [39], [40]. This environment requires setting a few specific parameters prior to applying its encryption functions. These parameters impact many aspects of the framework, including its level of security, computational capacity, and size of encrypted data, and thus need to be selected carefully (see §4 for a brief description on parameter selection). Once initialized, these parameters are distributed to the DOs, ARs, and CSPs.

3.2 Remote Attestation and Key Distribution

In SGX [28], [30], the remote attestation process ensures that the code executed in the enclave is trusted, and a secure channel between the enclave and the enclave creator (i.e. ASP) has been established.

Step 2-4: Authentication Request (ARs, DOs→ASP) and Remote Attestation (ASP→CSP1, CSP2). The attestation process consists of several message exchanges between the enclave and the enclave creator, and may be viewed as a modified SIGMA protocol [41]. First, the public key of the client is sealed in the enclave, while the public key of the enclave is stored as part of the Intel Attestation Service (IAS). IAS is a part of ASP which provided directly by Intel and it is used to validate the authenticity and integrity of secure hardware environment. Therefore, to verify the authenticity of the enclave’s signature, the client must pass it to the IAS for evaluation. The crypto-system for attestation of such keys is performed through an Enhanced Privacy ID algorithm, where a common group public verification key corresponds to a group of private keys. With the enclave’s private key residing among this group, its uniqueness cannot be recovered via the public key, thus protecting its identity. The IAS then sends the response to the client to indicate whether the attestation process passes or not, and a secure channel is established for further communication.

Step 5: Generate and Distribute HME Key Pairs (CSP2→CSP1, DOs, ARs) After successful attestation, the verified enclave on CSP2 generates a pair of HME keys,
the public key, $k_{pub}^1$ and its associated private key, $k_{sec}^1$. The $k_{pub}^1$ will be distributed to DOs to encrypt their datasets for secure data outsourcing, as well as the ARs for encrypted random number generation to assist in secure computation between CSPs. We assume the security of private key $k_{sec}^1$ is ensured by the secure enclave under the non-colluding semi-honest security model. In addition, the AR will generate another HME key pair $k_{pub}^1$ and $k_{sec}^1$, where the public key $k_{pub}^1$ will be sent to CSP2 to encrypt the resulting trained (regression) parameters. The Details of encrypting these results are described in §3.4.

3.3 Data Provisioning and Encryption

Step 6: Encrypt and Upload Training Data (DOs → CSP1). The initial task after the verification of trusted parties involved in the proposed SecureLR protocol requires that the DOs encrypt all entries in their dataset (i.e. X and Y) using $k_{pub}^1$ obtained from the verified enclave (hosted by the CSP2). A straightforward, naïve method for encrypting this dataset is for DOs to individually encrypt the elements in X, or the $x_j^i$, each in their respective ciphertexts; this results in $n \times m$ ciphertexts and a significant increase in storage and computational overheads. As we mentioned in §3.1, the HME CRT-batching scheme (based on the Chinese Remainder Theorem [42]) allows for applying the same arithmetic operations to multiple elements in an SIMD manner, such that the slots within the operand ciphertexts undergo the arithmetic, which greatly reduces the space and computational complexity of the naïve encryption approach. Intuitively, a CRT-batch can be thought of as having a structure similar to an array or column vector of encrypted values, where each value is stored in a slot, however instead of being accessible, the entire structure is encapsulated within a single unit. Thus, we may encrypt an entire dataset X comprised of m features into only m batched ciphertexts, where $X^j$, the column containing the $j^{th}$ features of all n samples of X, becomes $e(X^j) = e([x_1^j, x_2^j, ..., x_n^j]^T)$, where $e$ denotes an encryption function of HME scheme. We utilize the same methodology to encrypt the observed class label Y into a single batched ciphertext, such that $e(Y) = e([y_1, y_2, ..., y_n]^T)$. A small caveat of using CRT-batching (in our implementation) requires the encrypted values be unsigned integers. To accommodate the unsigned requirement, meaning stored values must be positive, we represent negative values using Two’s Complement number representation form. To address the need for integer values, we introduce a scaling factor $\beta$, with which to scale up all floating point numbers into integers with the precision of $1/\beta$. For example, given a number $a = 0.0123$ and a scaling factor $\beta = 1000$, the scaled integer will be $\hat{a} = \text{truncate}(a \times \beta) = 12$, resulting in a one-digit loss in precision. The selection of $\beta$ is based on the desired precision to be preserved in the fixed-point approximation of the floating numbers in the proposed framework. As the scaling factor is independent of the datasets, it is a fixed parameter, which could be chosen by the researcher before the secure computation and will not increase the privacy/security risk of the proposed framework. It is worth mentioning that there is a trade-off between computational performance and fixed-point approximation accuracy. Through several experiments, we found $\beta = 1000$ provides a balanced trade-off.

Step 7: Generate and Encrypt Random Values for SMC (ARs → CSP1). The ARs requesting SecureLR services initialize and encrypt one-time-use random values to be employed during the logistic regression portion of the SecureLR protocol. ARs initialize three lists of such random values, and apply the same encryption technique (see §3.4, Algorithm 1).

3.4 SecureLR Model Training

We now discuss the problem of maximum likelihood estimation (§2.3 for an introduction). Though no closed-form solution exists, there are many algorithms that can be used to approximate its solution. Some of these involve variations on Newton’s method and require matrix inversion, even a particularly efficient derivative known as Iteratively Reweighted Least Squares (IRLS), and others, such as the Fixed-Hessian Newton method, additionally require the inversion of a Hessian matrix, which may be especially costly under HME computation [43]. Although secure matrix inversion using a garbled circuit-based method [19] has been attempted, the scalability issue when using large datasets, and the requirement of synchronization among cooperating parties prevents us from implementing this in our protocol. With these considerations, we turn to another widely implemented algorithm we modify to support HME and SMC techniques we now discuss.

Step 8: Secure Logistic Regression under HME (CSP1, CSP2, ARs). To achieve maximum likelihood estimation, we take advantage of the gradient ascent algorithm to maximize the log-likelihood function (§2.3). This algorithm has been made famous by the resurgence in popularity of neural networks, and is more commonly seen referred to as gradient descent. We note that these are
Algorithm 1: SecureLR using Gradient Ascent and a Hybrid, Secure Model

Notation: $s(z)$ — $z$: Batched encryption of a plaintext vector $z$ with $key^{l}_{pub}$ (where each slot of $s(z)$ stores an element of vector $z$). $s'(c)$ denotes the ciphertext encrypted by $key^{2}_{pub}$ (see §3.3). $\beta$: public scaling factor to encode floating-point numbers as integers.

We summarize the details of the proposed SecureLR framework in Algorithms 1 to 4. In Algorithm 1, lines 1-4, the DOs performs a one-time encryption of the local dataset using an efficient batching scheme to allow SIMD operation over $O(m)$ ciphertexts instead of $O(nm^2)$ ciphertexts as with the naive approach, vastly improving storage and secure computation performance. In lines 5-6, ARs initialize a SecureLR request to CSP with several parameters.

Lines 8-15 describe the proposed gradient ascent (GA) based SecureLR training algorithm. In line 9, we perform batched matrix-vector multiplication over homomorphic encrypted data resulting in $O(m)$ multiplication and addition operations compared with $O(nm^2)$ operations with naive dataset encryption. In line 10, we implement the proposed AISR method for efficiently approximating the logistic function used in GA.

As shown in Algorithm 2, we propose our design of a unique combination of security protocols through HME, where we perform the bulk of our secure computation over the encrypted dataset, and delegate the task of refreshing the accumulated ciphertext noise and rescaling of the underlying plaintext value (after a certain number of arithmetic operations under HME) to the enclave.

Algorithm 3 depicts the steps in line 14 of Algorithm 1, which we implement using the enclave in CSP2 to aggregate the inner-slots of batched ciphertexts due to a computational limitation of our current HME implementation, we also resort to CSP2 for the inner-slots aggregation of the batched ciphertexts to the enclave. To safely perform the aforementioned operations, one-time random values must first be added to such ciphertexts to mask out the original plaintexts before being sent to the enclave on CSP2. Since $k_{pub}^{-1}$ is shared with the ARs, they will initialize and encrypt these random values, then send them to CSP1 where the values are added to the intermediate ciphertexts as a form of mask, and the newly scrambled encrypted data can be safely transferred to CSP2 to undergo the operations.

Step 9: Re-encrypt Model Parameters (CSP2→ARs). In Algorithm 1, Lines 16 to 20 depict the secure model parameter retrieval protocol, where the garbled model parameters are re-encrypted in the enclave with the $k_{pub}^{2}$ (described in Algorithm 4). Upon receiving the securely encoded model parameters, ARs are able to remove their self-generated random values and recover the original, trained parameters.

We can see that the model parameters are iteratively updated via gradient ascent, given by

$$w_{j} \leftarrow w_{j} + \alpha(y_{j} - g(w_{j}, x_{j}))x_{j}$$

where $g(\cdot)$ is the sigmoid function, $\alpha$ is the learning rate, and $w_{j}$ is the $j^{th}$ parameter to update during each epoch with respect to the $j^{th}$ sample. The remaining challenge is to transform this process to satisfy HME conditions without compromising efficiency or accuracy. As we cannot evaluate the exponential function nor division under HME, we must approximate the sigmoid function used in this algorithm.

A straightforward approximation of the sigmoid function using Taylor series introduces a substantial cost and has limited accuracy [31]. In the proposed SecureLR framework, we employ a novel approach to achieve this using alternative approximations with improved efficiency without sacrificing the performance of logistic regression. We use the approximation function $g_{1}(z) = \frac{0.5}{\sqrt{2.722 + z^2}} + 0.5$ (see red dots line in Fig. 3) based on the original formula given as $g(z) = \frac{1}{1 + e^{-z}}$. We performed grid search on the hyperparameters $a$ and $b$ such that we can minimize the mean squared errors (MSE) between the approximation function and the original sigmoid function with in the range (-8,8), which closely mimics the sigmoid function (black line in Fig. 3). Both approximations rely on a key function that is the inverse of a square root, which fortunately, can be calculated efficiently using Newton’s algorithm (only using addition and multiplication) [44]. More specifically, one can iteratively approximate this key function as $u_{k+1} = 0.5 \cdot u_{k} \cdot (3 - (2.722 + z^2) \cdot u_{k}^2)$, where $k$ is the $k^{th}$ iteration in this approximation of ISR (AISR) method. For example, using $u_{0} = 0.14$ as an initial value, the blue star-dot line in Figure 3 shows the closeness in approximation after only 3 iterations.
Given proper remote attestation, authorization, and dissemination of encryption keys as depicted in Figure 2.

Lines: Given proper remote attestation, authorization, and dissemination of encryption keys as depicted in Figure 2.

Note that unless specifically stated, all operations are under HME on CSP1.

1. Using key\_tab from the authenticated enclave, DO performs a one-time encryption of the dataset (locally):
   - Encryption of $X$: for-each $j = 0$ to $m$: $\varepsilon(x^j) \leftarrow x^j$ (where the bias term $x^0$ is a known value of 1’s and not encrypted to optimize the number of HME operations)
   - Encryption of scaled $Y$: $\varepsilon(Y^\beta) \leftarrow Y^\beta$
   - DOs send encrypted dataset to CSP1
2. AR initializes a SecureLR request to CSP1 with the parameters as follows:
   - Initialization of model parameters in plaintext:
     - $\alpha$ (learning rate), $N$ (# of epochs in GA), $L$ (# of iterations in AISR), $u_0$ (initial value for AISR),
     - $\varepsilon(R) = \{\varepsilon(r_1), \varepsilon(r_2), \varepsilon(r_3), ..., \varepsilon(r_{m})\}$ - a list of one-time-use encrypted random values for secure scaling operations within the enclave, where $K_m = N \times L$ and $r_k = \text{Round}(r_k/\beta)$
     - $\varepsilon(S) = \{\varepsilon(s_1), \varepsilon(s_2), \varepsilon(s_3), ..., \varepsilon(s_{m})\}$ - a list of one-time-use encrypted random values for secure inner-slot aggregation within the enclave, where $K_m = N \times m$ and $s_k = \sum s_k$
     - $\varepsilon(O) = \{\varepsilon(o_1), \varepsilon(o_2), ..., \varepsilon(o_m)\}$ - a list of one-time-use encrypted random values for secure re-encryption operations within the enclave
3. Initialization and encryption of scaled model (regression) parameters (values randomly generated between 0, 1):
   - for $j = 0$ to $m$:
     - $\varepsilon(w^j) \leftarrow \text{rand}(0, 1) \times \beta$
   - end-for
4. Gradient Ascent (GA) based:
   - Set $k_0 = 0$ and $k_R = 0$
   - for-each epoch $t = 1$ to $N$ in GA
5. Securely evaluate $v = X \cdot w$ efficiently using CRT-batching:
   - Initialization of $\varepsilon(v)$ as $\varepsilon(v) = \varepsilon(w^m)$
   - for $j = 1$ to $m$:
     - $\varepsilon(v) \leftarrow \varepsilon(v) + \varepsilon(w^j) * \varepsilon(w)$
   - end-for
6. Secure approximate evaluation of $v_i = AISR(v) - g(v) = 1/(1 + \exp(-v))$ using AISR with output of $\varepsilon(v_i)$ on CSP2 (see Algorithm 2)
7. Compute $\varepsilon(v^\epsilon) = \varepsilon(v_i) - \varepsilon(v)$
8. for $j = 1$ to $m$:
   - if $j < m$: $\varepsilon(v^\epsilon) = \varepsilon(v^\epsilon) + \varepsilon(a^j)$
9. Secure inner-slot aggregation of $\varepsilon(a^j) = \sum_{j=1}^{m} \varepsilon(a^j)$ on CSP2 (see Algorithm 3)
10. Securely update model parameters: $\varepsilon(w^j) \leftarrow \varepsilon(w^j) + a * \varepsilon(a^j)$
11. end-for
12. end-for-each
13. Securely retrieve trained model (regression) parameters:
14. for $j = 1$ to $m$:
   - Secure re-encryption of $\varepsilon(w^j)$ using key\_sec with output of $\varepsilon(w^j)$ on CSP2 (see Algorithm 4)
15. CSP1 sends $\varepsilon(w^j)$ back to AR for model parameter decryption
16. AR computes $\varepsilon(w^j) = \varepsilon(w^j) - o_j$ and performs decryption with key\_sec to obtain the final parameter $w^j$
17. end-for

Algorithm 2: Secure AISR Evaluation

1. for $i = 1$ to $L$:
   - $\varepsilon(u_i) = 0.5 \cdot \varepsilon(u_{i-1}) \cdot (3 - (2.722 + \varepsilon(v^\epsilon) \cdot \varepsilon(u_{i-1})^2)$
2: | Securely rescale \( z(u_j') \): CSP1 sends \( z(u_j') \leftarrow z(u_j') + z(r_{s_j}) \) to the secure enclave hosted by CSP2
3: | Enclave decrypts \( z(u_j') \) followed by a scaling-down operation with a factor of \( \beta \) (i.e., \( u_j'' = u_j' / \beta \));
4: | Return re-encrypted \( z(u_j'') \) to CSP1 to remove the additive noise as \( u_j = z(u_j'') - z(r_{s_j}') \)
5: | Return: \( z(u_j) \)

Algorithm 3: Secure Aggregation of Ciphertext Inner-Slots

<table>
<thead>
<tr>
<th>Lines:</th>
<th>Given ( z(e') ), ( u(S), k_S, v ) in Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>CSP1 sends ( z(e') = z(e') + z(s_j) ) to the secure enclave hosted by CSP 2</td>
</tr>
<tr>
<td>2:</td>
<td>Enclave decrypts ( z(e') ) followed by an inner-slot aggregation computation as ( a' = \sum_{i=1}^{v} e_i )</td>
</tr>
<tr>
<td>3:</td>
<td>Return re-encrypted ( z(a'/i) ) to CSP 1 to remove the additive noise as ( z(a') = z(a'/i) - z(e'_j) )</td>
</tr>
<tr>
<td>4:</td>
<td>Return: ( z(a') )</td>
</tr>
</tbody>
</table>

Algorithm 4: Secure Re-encryption of Model Parameters

<table>
<thead>
<tr>
<th>Lines:</th>
<th>Given ( j, z(w') ), ( z(O), k^{\text{pub}} ) in Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>CSP1 sends ( z(w') = z(w') + z(o) ) to the enclave hosted by CSP 2</td>
</tr>
<tr>
<td>2:</td>
<td>Enclave decrypts ( z(w') ), then re-encrypts with ( k^{\text{pub}} ) : ( z(w') \leftarrow w' )</td>
</tr>
<tr>
<td>3:</td>
<td>Return: ( z(w') )</td>
</tr>
</tbody>
</table>

4 EXPERIMENTAL SETUP

We implement the proposed SecureLR framework in C++ using the Microsoft SEAL v2.1 HME library [45] and Intel® SGX, SDK v1.7. We evaluate all experiments on an SGX-enabled PC with a 2.7GHz Intel® Core™ i7-6820HK (x64 based) processor and 48.0GB RAM (Windows 10 Pro), connected via Ethernet. For homomorphic encryption, we select the following parameters to achieve sufficient security and correctness for use of NTT and CRT batching: the polynomial modulus \( p = 1 + x^{8192} + 1 \), \( n = 8192 \), security parameter \( \lambda = 80 \), coefficient modulus \( q = 2^{226} - 2^{26} + 1 \), and plaintext modulus \( t = 1073692673 \). These parameters satisfy \( n \geq \frac{\lambda + 110}{2} \cdot \log(q) \) and result in batched ciphertexts with a capacity of 8192 slots, such that each ciphertext uses 512.0KB of memory [46]. Logistic regression parameters require tuning, and are typically selected via cross-validation over plaintext. Given the nature of the SecureLR, manually tuning the model’s hyperparameters may pose as a challenge under encryption for users (ARs), though given the computational power of the CSP, applying a Grid Search approach to hyperparameter optimization may be feasible (e.g., with cooperation between the CSPs and ARs to implement an early stopping technique to know when to halt the training process when a poor combination is being tested, or test the model to know when to select a near-optimal one). Thus for our demonstration, we show results for both model and dataset-specific, tuned hyperparameters, as well as by fixing \( \alpha, N, \) and \( u_o \) as \( \alpha = 0.01, N = 20, \) and \( u_o = 0.001 \) (Table 2). Experimental results are obtained through 10-fold cross-validation.

5 EXPERIMENTAL RESULTS

We compare our proposed SecureLR framework with logistic regression over the plaintext datasets to measure the model’s accuracy (in terms of the AUC, or Area Under the Curve), space complexity to demonstrate approximated storage costs, and runtime of model training as our performance metric. The size of a single batched ciphertext is based on the aforementioned HME parameters we select for our experiments to accommodate all datasets we test on. We summarize the datasets we use for all evaluative experiments in Table 1 (the first three are biomedical, and the last from an original comparison on machine learning algorithms).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># of samples</td>
<td>1252</td>
<td>267</td>
<td>699</td>
<td>556</td>
</tr>
<tr>
<td># of features</td>
<td>10</td>
<td>23</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Ciphertext (MB)</td>
<td>5.01</td>
<td>11.5</td>
<td>5.01</td>
<td>3.51</td>
</tr>
<tr>
<td>Plaintext (KB)</td>
<td>34.3</td>
<td>19.6</td>
<td>25.2</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Details of the four datasets used in our experiments. Ciphertext and plaintext indicate the size before and after batch-encryption.

The overall space complexity of our protocol depends principally upon the size of the dataset; in particular, the number of features or attributes (i.e. \( m \)) indicates the base size of encrypted data in SecureLR, as we demonstrate for our experimental datasets in Table 1. The selection of the number of epochs of gradient ascent and number of iterations of the AISK algorithm (i.e. \( N \) and \( L \), respectively) determines the additional cost of the one-time random number generation by the ARs used in Algorithms 2 and 3 for security against advanced attacks within CSP1 and CSP2. Hence, the overall space complexity of SecureLR is given by \( O(m) + O(N \cdot L) + O(N) \).
We choose to demonstrate the accuracy of SecureLR by displaying our results for two distinct tests (given in Table 2). The first test which shows the comparative accuracy of SecureLR using AISR-1 and AISR-3 against logistic regression over the plaintext datasets using the standard sigmoid function, \( g_1(z) = \frac{1}{1 + \exp(-z)} \) and the unapproximated ISR function \( g_2(z) = \frac{0.5z}{\sqrt{2.722} \cdot z^2} + 0.5 \). We denote these as trivial, as we fixed the logistic regression hyperparameters \((\alpha, N, u_0)\), not necessarily optimized for any particular set of functions and datasets, and evaluated all datasets and models using these.

### TABLE 2
**ACCURACY OF DIFFERENT MODELS**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Trivial (Fixed HP)</th>
<th>Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sigmoid</td>
<td>ISR</td>
</tr>
<tr>
<td>Edin.</td>
<td>0.972</td>
<td>0.950</td>
</tr>
<tr>
<td>SPECT</td>
<td>0.842</td>
<td>0.854</td>
</tr>
<tr>
<td>WIBC</td>
<td>0.955</td>
<td>0.946</td>
</tr>
<tr>
<td>MONK's</td>
<td>0.741</td>
<td>0.727</td>
</tr>
</tbody>
</table>

Comparison of AUC performance between SecureLR using AISR and logistic regression over plaintext using Sigmoid and ISR.

### TABLE 3
**HYPERPARAMETER SELECTION USED IN TABLE 2**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Fixed HP</th>
<th>AISR-1*</th>
<th>AISR-3*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u_0 )</td>
<td>( \alpha )</td>
<td>( N )</td>
</tr>
<tr>
<td>Edin.</td>
<td>0.001</td>
<td>0.01</td>
<td>20</td>
</tr>
<tr>
<td>SPECT</td>
<td>0.001</td>
<td>0.008</td>
<td>10</td>
</tr>
<tr>
<td>WIBC</td>
<td>0.01</td>
<td>0.002</td>
<td>10</td>
</tr>
<tr>
<td>MONK's</td>
<td>0.01</td>
<td>0.005</td>
<td>5</td>
</tr>
</tbody>
</table>

Description of hyperparameters used to demonstrate accuracy of the SecureLR protocol.

The nature of hyperparameter selection is well-known to be dataset or problem dependent in the machine learning community, and to address this potential difficult, we show the performance of SecureLR with hyperparameters tuned for each dataset and AISR-1* and AISR-3* using a modified Grid Search approach, as well as the results for hyperparameters selected to somewhat suit all four models and datasets (an often challenging task). We do this to demonstrate the protocol’s performance in the case that a potential user (ARs) chooses to utilize the computing power of the CSP to perform hyper parameter optimization on their dataset, or select “somewhat default” settings. Empirically, we find that the “somewhat default” settings may require more epochs to achieve convergence (i.e. in the case of the Edinburgh MI dataset for AISR-1 and AISR-3, we achieve a high AUC \( \geq 0.90 - 0.96 \) for both approximations after 200 epochs.

The proposed SecureLR achieves comparable AUC performance for most testing datasets. However, it is worth mentioning that there is a slower rate of convergence for the Edinburgh MI dataset under the default parameter settings. In Table 2, we demonstrated that we can improve the AUC performance by increasing either \( \alpha \) or \( u_0 \) by a factor of 10 to improve the rate of convergence when this occurs. We admit that this is one of limitations of gradient ascent based optimization methods, where it may need fine-tuned hyper-parameter settings to achieve the best AUC performance for some datasets.

We demonstrate the runtime of SecureLR corresponding to the results for AISR-1 and AISR-3 with 20 epochs of gradient ascent, depicting the total training time (Fig. 4) and average time per epoch, corresponding to the experiments using fixed hyperparameters. Our experiments demonstrate that for some combinations of \( \alpha, N, \) and \( u_0 \), there may be an improvement in accuracy using \( L=3 \) versus \( L=1 \) in the AISR algorithm with a trade-off of a small increase in runtime per epoch. Empirically, the cost of using more iterations increases linearly with respect to the size of the input.

### TABLE 4
**AVERAGE TIME PER EPOCH OF AISR-1, 2 & 3**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>AISR-1</th>
<th>AISR-2</th>
<th>AISR-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edin.</td>
<td>44.9</td>
<td>53.6</td>
<td>62.4</td>
</tr>
<tr>
<td>SPECT</td>
<td>82.8</td>
<td>92.4</td>
<td>102</td>
</tr>
<tr>
<td>WIBC</td>
<td>44.6</td>
<td>53.2</td>
<td>61.8</td>
</tr>
<tr>
<td>MONK's</td>
<td>36.0</td>
<td>44.6</td>
<td>53.3</td>
</tr>
</tbody>
</table>

Average runtime per epoch of SecureLR using 1, 2, and 3 iterations of the AISR approximation algorithms (in seconds).

To further demonstrate the performance of SecureLR, we compare it with two existing SMC-based secure logistic regression protocols. Firstly, the privacy-preserving model of Aono et al. [51] employs a method which makes use of secure two-party computation. The space complexity of their model is \( O(nm^2) \), where \( n \) denotes the number of training samples and \( m \) the number of features), whereas, the base space complexity of our protocol is given by \( O(N \cdot L) + O(N) \) additional ciphertexts.
used in the secure logistic regression computation. Similarly, the model by Aono et al. demonstrates a time complexity of \( O(nm^2) \). Our protocol uses \( O(m \cdot N \cdot L) \) time for secure logistic regression with \( N \) epochs for gradient ascent, wherein each requires \( m \) steps to compute the product of \( Xw \) with \( L \) iterations of AISR approximation.

Next, we examine the tradeoffs between the SMAC-GLORE model by Wang et al. [19], which employs secure multi-party computation to build a Grid logistic regression model. As demonstrated by their experiments, the model requires 47 minutes, to compute logistic regression training over a small dataset containing 60 samples with 3 binary-encoded features. In comparison, we train our model on a dataset containing 699 samples and 10 attributes in less than 10 and a half minutes (on average for a full instance of SecureLR training). Thus, our protocol offers both computational efficiency and accuracy with real world, practical applications.

6 Discussion

In the proposed SecureLR framework, there are two secrets which are subjected to restricted privacy policy: the private biomedical data from DOs and the trained model results for ARs. Since throughout the process, ASP only handles attestation and authentication tasks, we consider that ASP will not have access to the aforementioned encryption keys. Thus, we concentrate on the following potential information leakage situations to demonstrate the SecureLR model is secure and privacy-preserving.

1. DOs→CSPs: All data sent from the DOs to CSP1 is protected under HME. The pairs of encryption keys used in this process are generated within an authenticated enclave on CSP2, which is sealed off from unauthorized access. Given our assumption that the CSPs are non-colluding and semi-honest parties, and all data remains in encrypted form while on CSP1, we maintain our data security guarantee within this scope. Additionally, all data sent to CSP2 are masked with one-time-use random values prior to decryption inside its enclave. Thus these data remain private and protected during this process.

2. DOs→ARs: The ARs receive trained model parameters in the final step of the SecureLR protocol, which are encrypted and decrypted using \( k^{pub}_{\text{2}} \) and \( k^{sec}_{\text{2}} \) respectively. This separate pair of keys are specific to the ARs, and are unable to decrypt the DOs’ dataset. ARs are furthermore unable to learn information regarding the plaintext dataset used to train these parameters.

3. ARs→CSPs: During the training process, all the intermediate results are either encrypted under HME on CSP1 or masked by random values before being decrypted in the enclave on CSP2. The model training results remain encrypted and masked by random values while stored on CSPs. Thus, CSPs do not have the ability to access the training data nor resulting model parameters.

The proposed SecureLR framework has a few limitations. To use computationally efficient HME techniques under our current design, including CRT-batch encryption and moderately sized ciphertexts, our implementation requires that we store encrypted values as integers. To represent floating-point numbers in the correct form, we must first apply a scale factor to encode them up to a specified level of precision. Increasing this level of precision without compromising encryption security results in a larger ciphertext, which in turn leads to increases in both the computational and storage costs of the model. In addition, we introduced an algorithmic method to approximate the sigmoid function (AISR); while this algorithm evaluates a simpler circuit than the standard logistic function in which the exponential function must be computed, the approximation accuracy of this approach depends upon the initial value, \( u_0 \) and the number of iterations, \( L \). The resulting loss in precision may affect the model’s rate of convergence or accuracy. The proposed SecureLR framework uses Gradient Ascent, which requires more iterations to tune the regression parameters to maximize the likelihood estimation than the Newton-Raphson algorithm and other Newtonian methods.

In employing SGX, we assume that the secret key it stores will not be stolen by a malicious party or attackers. Besides this, our solution is immune to controlled-channel and cache-timing attacks, as SGX has recently been shown with vulnerabilities to those attacks [52]. As we only let SGX do very limited operations and utilize secure multi-party computation techniques when sharing encrypted data with it, our solution has significantly reduced the attack surface within the enclave.

7 Conclusion

In this paper, we propose a framework for conducting privacy-preserving logistic regression based on a hybrid cryptographic model using homomorphic encryption and secure hardware, ideal for learning from biomedical and sensitive data in a public cloud environment. Our proposed method provides a multi-faceted data provisioning approach: we take advantage of homomorphic CRT-batching methods for increased computational efficacy through SIMD operations and reduced storage demands, as well as incorporate an SMC-inspired techniques to mask out the underlying plaintext values between two CSPs. Our method allows for practical use of logistic regression on health and other patient-linked data in the public cloud. In the future, we will extend our protocol to support secure and efficient multinomial/multiclass logistic regression and other biomedical data analysis methods.
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